UNCLASSIFIED

ap 401068

Reproduced
by the

DEFENSE DOCUMENTATION CENTER

FOR
SCIENTIFIC AND TECHNICAL INFORMATION

CAMEKON STATION, ALEXANDRIA. VIRGINIA

UNCLASSIFIED



NOTICE: Wwhen government or other drawings, speci-
fications or other data are used for any purpose
other than in connection with a definitely related
government procurement operation, the U. S.
Government thereby incurs no responsipility, nor any
obligation whatsoever; and the fact that the Govern-
ment may have formulated, furnished, or in any way
supplied the said drawings, specifications, or other
data 18 not to be regarded by implication or other-
wise as in any manner licensing the holder or any
other person or corporation, or conveylng any rights
or permission to manufacture, use or sell any
patented invention that may in any way be related
thereto.



27N

(57 /67 s

AD N EQ./ 7, ég

ASTIA £ copy

| ASTIA
Western Management Science lmm"”k ﬁ;\"‘f? =
University of California ® Los Angeles | {l {{i APR 16 1963 '




UNIVERSITY OF CALIFORNIA I0S ANGELES
GRADUATE SCHOOL OF BUSINESS AIMINISTRATION
WESTERN MANAGEMENT SCIENCE INSTITUTE

¢ $Decl~'«/lﬂ '62: s (/f Triun

Western Management Scilence Institute

* Working Paper No. 26

¢ CONVERGENCE PROPERTIES OF AN ALGORITHM
FOR LEARNING TO CLASSIFY, - - <

G %

Zivia S. Wurtele,

The Author is grateful to Professors T. Ferguson and J. MacQueen for
discussions of this paper. Comments are welcomed.

Acknowledgements. This work was supported partly by the Office of Naval

Research under Task O47-O41, and partly by the Western Management Science
Institute under a grant from the Ford Foundation. Reproduction in whole
or in pert is permitted for any purpose of the United States Govermment.



CONVERGENCE FROPERTIES OF AN ALGORITHM FOR LEARNING TO CIASSIFY

Zivis S?yWurtelz

—ti—Introduobieny——In tirts -pager-i-shall-discuns s problem
vhich involves a fairly simple form of decision making -- ci:s%% -
and a special type of algorithm for learning to solve 11:,[,)’ 'I.’l::,eJ problen
is that of classifying correctly individuals which are drawn at random
fram a population which is partitioned into a finite number of cate-
gories. The learning process is required to be a step-by-step procedure
in which observations are made on individuels one at a time emé ;’he
current estimate of the required partitioning may be adjusted after each
observation,” on the basis of knowledge of the category in which the
individual observed falls., At any given time, the current estimete of
the partitioning is all that 1s held in memory; past history is lost
except insofar as it has been incorporated into the present estimate.
The learning process of perceptrons, as well as that of other artificial
intelligences, is of this general form. ~

Each individual is characterizéd by a vector in n-dimensional
Euclidean space. I shall assume that this characterization is suffi-
ciently rich with respect to the given classification problem, by which
I mean the following. If 8; is the smallest closed convex set which
contains all the vectors which describe individuals of the i category,
then the intersection 84 N SJ of any two such convex sets is empty.
This terminology is sppropriate to situations for which in the case
of failure of the condition of sufficient richnees, a re-examination

of the world of individuals and the subsequent increasing of the mmber

0,
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of components of the characterizing vectors can be expected to yield

a nevw characterization for which this condition is satisfied. The
question of whether, in a particular case, a sufficiently rich char-
acterization can be achieved is obviously crucial but beyond the scope
of this paper. Many problems are ruled out by this requirement, inclul—
ing those for which the noise level of the measuring inetruments 1s to
high or for which the very act of taking the measurement changes the
category of the individual, as well as those which involve relations
which are essentially non-linear,

2, Notation and Assumptions. I shall follow the convention

of using upper case letters to denote vectors or sets of vectors and
lower case letters to denote scalers., In the argument below, each
individual, which is characterized by a vector X in n-dimensilonal
Euclidean spece, is a member of one and only one of two categories.
The results obtained are applicable to the general case, however, for
they may be applied to appropriate partitions of a set of three or
more categories into two subsets, I make the following assumptions:
(1) x>o0.

(2) o<y < x| ghy<e,

(3) There exists a plane B¥X = 1 and a positive number c*
such that if X ¢ S, B¥X > 1 + c* and 1£ X ¢ LY
B¥X < 1 - c% (Obviously, if one such plane exists,

8o do an infinity of planes,)
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The problem is to estimate a vector B* sequentially so that

each time a vector X is observed, the current estimate of B¥ is subject

to revision in accordance with a rule whicl; depends upon knowledge of
whether the vector X is in S or in S,. This rule will be described
in Section 3; and its convergence properties will be discussed in
Section b,

The case where the dividing plane pesses through the origin
and the vectors are binary was analyzed by Papert [1]; and the algo-
rithm in Section 3 is a natural extension of the one ic [1]. The
results in this paper are relevant to the case where it is not kmown
that a plane which separates the regions passes through a particular
pcint. If such a point is known, then a translation which moves it
to the origin will allow use of the algorithm in [1].

3. The Algorithm. It is assumed that sampling is random
and that initially there are two samples: xll s o s oy X3P from 8,

and Xol , « o o, X1 fram S,. Let x¥ ve the t*h vector sampled

o0
after the initial p + q vectors. Estimate B* as follows:
(1.) Let the initial estimate of B* be Bl, any vector for
which the plane BXX = 1 separates the initial p+ g
vectors so that 1321 de> 1, ford=1, « ¢« « , P»
end BXA< 1, ford=1, o 00, qe
(2.) Obtain the (t + 1)°% estimate from the t™® estimate
from the equation:

Bt+1 = Bt + elt xt - eat Xt, where the e!s are determined



e

in accordance with the following rules:
(a) I£X% ¢S, then

e2t = 0;

1‘°=o, 1r B® xt > 1;
t
1 - BY x%) +o/1) , irB* x¥ < 1.
|xt|2 ,
(b) 1£Xx%€ s, then

t
1

et =0, 12 B8 x¥ < 1;
t b
t . (B X - 1), 0’52\, 1285 x%> 1.
Ix®|2 e
1
(c) o <t2\ is positive end sufficiently small so that the

= 0;

addition (case a) or subtraction (case b) of the term
1

o (-Qz’xt does not change the sign of any camponent
t
\

of B 1 .

4. Convergence Properties of the Algorithm. The vector

]3t may be written:
-1 _t=1 =1 _t-1
B¥ = Bl 4 (el xl+ ...ell ) - (e xl+...e‘; )
1 t
=B + 2’ - Z
lrll T2 1 L
t 1 t- te t
= +0..
vhere 2, (eix e, X )/r‘,L

and r§=e1’+...e:'1,fori=l,2.
Obviously, Z:.e Si' Also, since r: is positive and non-decreasing
either r: - r:l ; & finite 1limit, or else r:tl -~ , Consider each of

the four cases separately:
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Case A, Suppose r:t - rl and rg - Tpe Since le is bounded, it
follows thet 2§ - 2,. Therefore, B® = BY + r) 2) - rp Z,.
t

- t t
1 rlandr2 ®, Since0<hl<|Z2|, it

follows that rg |ZZ| < «, Therefore, for this case, |Bt| - o,

Cese C. Buppose r11; = ® and rg =~ rye. This is similar to Case B.

Case B, Suppose r

Case D. Suppose r?_ -~ and rg -~ », For this case, lBtl —~ o,
unless both the following conditions hold:

(1) 2% and 2% have the same direction in the limit and

1 2
t
(2) um |2}| /|28 = 1m 1%/ 5
t - t =

These conditions are necessary for lBtl to converge to a finite value.

Suppose they hold. Let Z* = lim 2% / |2%| « 24m 285 / |28| . ‘men,
t = 1 1 t = > 2 2

t t £t
lm B® = BY + Um (ry Iz‘il - rp |25]) 2%,

t - t-o
For gimplicity, the term BL will now be dropped. It 1s assumed that Bl has
been expressed as the difference of linear combinations of finite sets of
vectors of Sl and Sa, respeccively, and that these combinations are includ-
ed in rg'_ Z; and rg Zg s respectively.

It remains to investigate the possibility of oscillation for
this case (D). Suppose the sequence {BY) contains a subsequence {Bvil
for which tiil converges to a finite value. It then follows that for J = 1,
2, 2;" / |2gt| ~ 2%, vhere Z* 18 & wnit vector, Lim 1" / rp'=lin |25%/|2}Y,
and Bvi - BL s & finite vector. Suppose Bt does not converge to BL . It
shall be shown that this assumption leads to a contrediction with proba-
bility one. Under this assumption, the sequence (Bvi] contains a subse-

t t
quence (B 1) for which B+ - Bl

t; +1 ¢ t t t t t t
2, Tezyi(1 -t/ (rl et )+ (e [(r{i+ el DX,

bty +
and B'1 1 does not converge to BL. Since



-6

ty+1, 4+ 1 te+ 1ty +1
2,1:l / IZli | converges to z*. Similarly, Zai / |25t | - 2%,

Also, limr;i+l/ rg:"-..l=.1.;lxn(r;;_j‘+eti )/(rzi +e;1 ) =
1im lzzil / lziil. Thus in the limit, the plane BL = X = 1 is perpen-
dicular to the line Getermined by the origin and Z* and its distance from
the origin oscillates finitely; the probebility that this event will not
occur is one unless the points which are not oriented correctly with respect
to the plane BX X = 1 all lie on the line determined by the origin and Z¥,
But in this case, it is impossible for both rg and r12" to go to infinity.
From the anelysis of the four cases above, it follows that either
BY epproaches a 1imit or else |BY| =, It shall now be proved that if
|Bt| == , the plane B® X = 1 converges to a finite limit with probability
one, if convergence is defined as follows:

Definition: let the vector be written Bt = ct At where ct >0

t . @, At converges to a vector A, then

and |A%| =1; 1f as ¢

the plane Bt X = 1 1s said to converge to the plane A X = O,
The proof below requires the following lemma.

Lema. I X" e S and BY X® < - 1 - o(1/t%) or 12 X* ¢ 5, and
B° x* > 1, then [B® * 1| < |BY|, for sufficiently large t.

Proof. Suppose xt eSla.ndBtXt<- l. In this caseBt+l=
BY + ez xt. mus |B¥ ¥ 12 . |B%2 - 261]"_ B x% + (e1{)2 |x%|12, ‘merefore,
since ef = (1 - B %) / [x*|2+ o(2/t?), |8 * 1| < |8 1f
B x® < - 1 - |x%2 o(1/t%) . Since |X¥| 1s bounded, the first part of
the lemma follows.

1

Now suppose X° esaanantxt> 1. Since B°* 1 .t -e;xt,

|s* * H2. lBtlz = - aez BY x¥ + (e:g)2 |Xt|2a Therefore,
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since ef = (B% xt - 1) / [xb|2 + o(1/42), |B®* 1| < |BY| 1280 xb>
- 1+ |x%|2 0(1/t2). This inequality will hold if BY x¥> 1 provided
t is sufficiently large.

Since the distance of the plane Bt X = 1 from the origin 1is
equal to 1/ IBtl it suffices to show that if the -lane does not converge
to a limit, no matter how close the plane gets to the origin, it will
eventually move away from the origin with probability 1. If a plane
which is correctly oriented with respect to some points in both Sl and
S, approaches the origin but does not converge tc e limit, it must,
when it getes sufficiently close, intersect S Sg, or both. If it
intersects 82, since sempling is random, the probability is one that
eventually a vector from S, will be sampled, which in accordance with
the lemma, will result in the plane's moving away from the origin.
Suppose, on the other hend, that the plane intersects Sl; in this case
there are two possibilities:

(1) There exists no plane which passes through the origin

and separates Sl and 82.
This implies that when t is sufficiently large, i.e., when the plane
is sufficiently close to the origin, there will be vectors V of Sl
for which BY V < - 1 - o(1/t2); and when such a vector is sampled,
the plane will move away from the origin, Furthermore, the probability
that |B® * 1| < |B%], 1.e., the probability of a random vector not
falling in the region between the parallel planes B* X = 1 and B X =

- 1 - o(1/t?), becomes erbitrarily close to one as |BY| - =,
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(2) There exist planes which pess through the origin and
vwhich separate Sl from 52.
In this case, if |Bt| - », the sequence of planes Btx=1 converges
to such a plane. This can be demonstrated as follows. When t is
sufficiently large no points of 82 will lie between the plane Bt X=1
and a separating plane which passes through the origin, 1. e., ri - ®

t
and r'g ~r* <o, Let (B 1) be a subsequence of (8%) for which the

ty ty v 1 ty
sequence of planes B ~ X = 1 converges. Since Zq = Zl
t t t t t t t
(1-e1! J(rttel N+t /(rteer NXL

t, + 1
it follows that the sequence of planes B i X = 1 converges to the

limit of the sequence of planes Bti X=1,

This campletes the proof of the following theorem.

Theoren: If assumptions (1) through (3) hold, the plane

Bt X = 1 converges to a limit with probability one.

5. Conclusions. It has been assumed that samplirg is raendom
from the entire populastion of individuals to be classified. If strat-
ified sampling, i. e., by categories, is permitted, convergence msy be
made more repid. It may be feasible, for example, to alternate
categories by sampling from a given category as long as the vector
sampled requires an adjustment in the estimate of the dividing plane,
and as soon as a vector is cbtained which is correctly oriented with
respect to the plane, switching to the alternative category. Further-
more, if any information about the distribution of X is availabdble, it

might be practicable to incorporate it into the stratified sampling plan.
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It is of interest to determine whether this estimating proce-
dure is applicable to non-static situations which exhibit a shifting
in the characteristics of the categories with time. It is conjectured
that the answer is yes, provided that changes are sufficiently gradual

and that at any given timc the assumptions above hold,
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